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SAMPLING DISTRIBUTION 

 

LEARNING OBJECTIVES 

1. Students can understand the concept of the sampling distribution 

2. Students can understand the sampling distribution of the mean, the sampling 

distribution of proportion, and the sampling distribution of variance. 

 

 

 

In a population, it must have characteristics to describe the observed population, as 

well as the samples obtained from that population. The characteristics of the population 

are called parameters, while those in the sample are called statistics. The characteristics 

of this population and sample can be mean, median, mode, quartile, decile, percentile, 

range, variance, standard deviation, mean deviation, and proportion. Of these 

characteristics, the ones most often used to represent data are mean, median, variance, 

standard deviation, and proportion. The following are symbols of the characteristics of 

the population and samples that are often used. 

Table 1. Symbol of Characteristics of Population and Sample 

Characteristics Parameter Statistic 

Mean 𝜇 �̅� 

Variance 𝜎2 𝑆2 

Standard Deviation 𝜎 𝑆 

Proportion 𝑝 �̂� 

 

 The parameters of a population can be estimated using statistics. These statistics are 

obtained from one or more random variables. The random variable is a function that maps 

the set of real numbers to each member in the sample space. The probability of each result 

on a random variable is called the probability distribution. There are two types of random 

variables, namely discrete random variables and continuous random variables. Similarly 

with the probability distribution, which consists of a discrete probability distribution and 

a continuous probability distribution. 

 One of the most important probability distributions in statistical analysis is the 

normal distribution. This normal distribution is part of a continuous probability 
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distribution that is bell-shaped. The normal distribution is also known as the Gauss 

distribution. The probability density function of the random variable X is normally 

distributed with the mean 𝜇 and variance 𝜎2 [𝑋~𝑁(𝜇, 𝜎2)]: 

𝑓(𝑥; 𝜇, 𝜎2) =
1

√2𝜋𝜎2
𝑒−

1
2

(
𝑥−𝜇

𝜎
)

2

,          − ∞ < 𝑥 < ∞, −∞ < 𝜇 < ∞, 𝜎2 > 0 

Here is the curve of a normal distribution. 

 

Figure 1. Normal Curve with mean 𝜇 dan variance 𝜎2 

The Characteristics of a normal distribution are: 

1. Bell-shape curve 

2. Symmetrical curve  

3. The area of the normal curve is 1. 

The curves of some normal distribution with several conditions can be seen in the figure 

below. 

 

 

 

𝜇1 < 𝜇1 and 𝜎1 = 𝜎2 𝜇1 = 𝜇1 and 𝜎1 < 𝜎2 
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Figure 2. Normal curve under various conditions 

Based on Figure 2, it is known that the normal curve is highly dependent 𝜇 and 𝜎. The 

area under the normal curve of a random variable 𝑋 is limited by two points of 𝑥, namely 

𝑥1 and 𝑥2 (see figure 3). The area of the normal distribution can be calculated with a 

formula: 

𝑃(𝑥1 ≤ 𝑋 ≤ 𝑥2) = ∫
1

√2𝜋𝜎2
𝑒−

1
2

(
𝑥−𝜇

𝜎
)

2

𝑑𝑥

𝑥2

𝑥2

=
1

√2𝜋𝜎2
∫ 𝑒−

1
2

(
𝑥−𝜇

𝜎
)

2

𝑑𝑥

𝑥2

𝑥2

 

The area of this normal distribution is called the cumulative distribution function (CDF) 

and can be described as below. 

 

Figure 3. The area of 𝑋 between 𝑥1 and 𝑥2 

 

Figure 4. 𝑃(𝑥1 ≤ 𝑋 ≤ 𝑥2) from different normal curves 

𝜇1 < 𝜇1 and 𝜎1 < 𝜎2 
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 The area between 𝑥1 and 𝑥2 of the two normal curves also depends on 𝜇 and 𝜎. As 

in Figure 4 above, it is an area of 𝑃(𝑥1 ≤ 𝑋 ≤ 𝑥2) for two curves with different mean and 

variance. If 𝑋 is a random variable representing the distribution of A, it is represented by 

the shaded area under curve A and if 𝑋 is a random variable representing the distribution 

of B, then 𝑃(𝑥1 ≤ 𝑋 ≤ 𝑥2) is given by the entire blue shaded region. The shaded areas 

are of different sizes. Therefore, the probability associated with each distribution will be 

different for the two given values of 𝑋. This causes difficulty in obtaining  

𝑃(𝑥1 ≤ 𝑋 ≤ 𝑥2). This difficulty can be overcome by changing the two random variables 

𝑋 (curve A and curve B) into a new set of observations, namely a standard normal 

distribution𝑍 with mean 0 and variance 1 [𝑍~𝑁(0, 1)]. To get Z score with mean 0 and 

variance 1, it can be done through the transformation: 

𝑍 =
𝑋 − 𝜇

𝜎
 

If a value of 𝑥 is chosen from 𝑋, then the value of 𝑍 that can be given is 𝑧 = (𝑥 − 𝜇) 𝜎⁄ . 

Therefore, if 𝑋 is a normal distribution with values of 𝑥1 and 𝑋 with values of 𝑥2, then 

𝑧1 = (𝑥1 − 𝜇) 𝜎⁄  and 𝑧2 = (𝑥2 − 𝜇) 𝜎⁄ . As a result, the CDF from Figure 4 above can be 

changed to: 

𝑃(𝑥1 ≤ 𝑋 ≤ 𝑥2) =
1

√2𝜋𝜎2
∫ 𝑒−

1
2

(
𝑥−𝜇

𝜎
)

2

𝑑𝑥

𝑥2

𝑥2

⟹
1

√2𝜋
∫ 𝑒−

1
2

(𝑧)2

𝑑𝑧

𝑧2

𝑧2

= 𝑃(𝑧1 ≤ 𝑍 ≤ 𝑧2) 

and the probability density function (pdf) of the standard normal distribution is: 

𝑓(𝑧; 0,1) =
1

√2𝜋
𝑒−

1
2

(𝑧)2

 

Illustration of transformation from a normal distribution [𝑋~𝑁(𝜇, 𝜎2)] to [𝑍~𝑁(0, 1)] 

can be seen in Figure 5 below. 
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Figure 5. Normal Curve Transformation 

The results of 𝑃(𝑧1 ≤ 𝑍 ≤ 𝑧2), 𝑃(𝑧 ≥ 𝑍), or 𝑃(𝑍 ≤ 𝑧) can be obtained in the Standard 

Normal Distribution Table, otherwise known as 𝑍 score table.  

 

To get 𝑃(𝑍 > 𝑧), you can use the formula: 

𝑃(𝑍 > 𝑧) = 1 − 𝑃(𝑍 ≤ 𝑧)  remember, the third characteristic of the normal 

distribution (The total area of the normal curve is 1 

and the area of the standard normal curve can be 

obtained from 𝑃(𝑧1 ≤ 𝑍 ≤ 𝑧2)  

For example, if you want to get 𝑃(𝑍 > −1.96), then: 

𝑃(𝑍 > −1.96) = 1 − 𝑃(𝑍 ≤ −1.96) = 1 − 0.025 = 0.975 

 

 

 

The Z score 

 

𝑃(𝑍 ≤ −1.96) 
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Example of applying the normal distribution. 

Suppose that the test results of a Li-Ion 1100 mAh type battery have a mean talk time of 

100 minutes with a normal distribution with a standard deviation of 5 minutes. Find the 

probability that a battery that is taken will be: 

1. less than 95 minutes? 

2. more than 105 minutes? 

3. between 95 and 100 minutes? 

For questions 1 to 3, the first step is to find the Z score. After obtaining the Z score, the 

probability can be found 

The answers: 

1. 𝑃(𝑋 < 95)? 

𝜇 = 100, 𝜎 = 5 

𝑍 =
𝑋 − 𝜇

𝜎
 

    =
95 − 100

5
= −1.00 

𝑃(𝑍 < −1) = 0.1587 ⟹  𝑃(𝑋 < 95) 

 

Conclusion: The probability that a battery's talk time is less than 95 minutes is 

15.87%. 

2. 𝑃(𝑋 > 105)? 

𝜇 = 100, 𝜎 = 5 

𝑍 =
𝑋 − 𝜇

𝜎
 

    =
105 − 100

5
= 1.00 

Find the area under the standard normal curve to the left of 𝑍 = 1 in table Z 

 

𝑃(𝑍 ≤ 1) = 0.8413 ⟹ 𝑃(𝑍 > 1) = 1 − 𝑃(𝑍 ≤ 1) = 1 − 0.8413 = 0.1587 

Conclusion: The probability that the talk time of a battery is more than 105 minutes 

is 15.87%. 
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The results of number 1 and number 2 are the same, which is 15.87%. Remember that 

the second characteristic of a normal distribution, which is symmetrical. That is, the 

mean divides the curve into two equal parts. So that 𝑃(𝑍 < −1) = 𝑃(𝑍 > 1). 

3. 𝑃(95 < 𝑋 < 105) 

𝜇 = 100, 𝜎 = 5 

𝑍1 =
𝑋1 − 𝜇

𝜎
 

    =
95 − 100

5
= −1 

𝑍2 =
𝑋2 − 𝜇

𝜎
 

    =
105 − 100

5
= 1 

 

 

 

 

The area shaded in black is 𝑃(𝑍 ≤ 1) or 𝑃(𝑍 < 1), and the shaded orange and black 

are the areas 𝑃(𝑍 ≤ −1) or 𝑃(𝑍 < −1) so that 𝑃(−1 < 𝑍 < 1) is the area of 

𝑃(𝑍 ≤ 1) − 𝑃(𝑍 ≤ −1) or 𝑃(𝑍 < 1) − 𝑃(𝑍 < −1) 

𝑃(−1 < 𝑍 < 1) =  𝑃(𝑍 < 1) − 𝑃(𝑍 < −1) 

                               = 0.8413 − 0.1587 = 0.6826 

𝑃(95 < 𝑋 < 105) = 0.6826 

Conclusion: The probability of a battery talk time between 95 and 105 minutes is 

68.26% 

 

 

 

 Suppose a population of size 𝑁 with the parameter 𝜌 will be sampled as many as 𝑛. 

In random sampling, there are several possible samples selected, namely as many as 𝑘. 

Each possible sample that is formed has the statistic �̂�𝑖. All possible samples that are 

SAMPLING DISTRIBUTION 



 

 

 Lecture Notes, Riska Yanu Fa’rifah, S.Si., M.Si. 8 

 

ISI2F3 STATISTIKA INDUSTRI 

formed have a probability distribution and the probability distribution of the  �̂�𝑖 is called 

the sampling distribution. In the sampling distribution, there are two methods of 

sampling, namely the replacement and without replacement process. The possibility of 

samples formed from a population of size 𝑁 if a sample of size 𝑛 is taken randomly is as 

follows: 

With Replacement Process: 

𝑘 = 𝑁𝑛 

Without Replacement Process: 

𝑘 = (
𝑁
𝑛

) 

    =
𝑁!

𝑛! (𝑁 − 𝑛)!
 

Suppose there is a population of 4 people aged 18, 20, 22, and 24 years. Of the four 

people, 2 people will be taken with replacement and without replacement. The possible 

samples formed are: 

𝑋 = {18, 20, 22, 24 } 

𝑁 = 4 

𝑛 = 2 

a. With Replacement Method: 

𝑘 =  𝑁2 = 42 = 16 

The possibility of the sample formed by the replacement process 

𝑋 
Observation 2 

18 20 22 24 

Observation 

1 

18 18,18 18,20 18,22 18,24 

20 20,18 20,20 20,22 20,24 

22 22,18 22,20 22,22 22,24 

24 24,18 24, 20 24,22 24,24 

b. Without Replacement Method: 

𝑘 = (
4
2

) =
4!

2! (4 − 2)!
= 6 
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Possible samples formed: 

𝑋 
Observation 2 

18 20 22 24 

Observation 

1 

18 

 

18,20 18,22 18,24 

20 
 

20,22  

22 
 

22,24 

24 24, 20  

So that the number of possible samples formed from selecting with replacement is 16 

possibilities and without replacement as many as 6 possibilities. 

It should be noted that the normal distribution is very important and forms the 

basis of the sampling distribution. In the normal distribution of a population, there are 

two parameters, namely mean and variance. To form a normal curve, it is necessary to 

get the root of the variance, which is the standard deviation. Both parameters are in the 

normal distribution, can be estimated using statistics (mean and variance) of selected 

samples which are normally distributed as well. The sampling distribution can be said to 

be the process of obtaining the mean and standard deviation of the statistics generated 

from all possible samples formed. Based on this, the sampling distribution is the basis of 

inferential statistics, especially to obtain test statistical formulas. This test statistic is used 

as a critical area in the rejection or acceptance of a null hypothesis (𝐻0). The sampling 

distribution is divided into three, namely the sampling distribution of the mean, the 

sampling distribution of proportions, and the sampling distribution of variance. 

 

 

 The sampling distribution of the mean is the probability distribution of the mean 

of all possible samples of size n formed, which are randomly selected from a population 

of size 𝑁. If there are 𝑘 samples of size 𝑛, then there is a mean distribution of 𝑘 samples. 

It says the mean sampling distribution because the aim is to estimate the mean of the 

population. The mean and variance of the sampling distribution of the mean are as 

follows: 

 

SAMPLING DISTRIBUTION OF THE MEAN 
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a. Mean 

The set of means of all possible samples obtained from the process of taking with or 

without replacement in a population, each of which will form a distribution of the 

sample mean with the new mean being: 

𝜇�̅� =
∑ �̅�𝑖

𝑘
𝑖=1

𝑘
= 𝜇 

where: 

𝜇�̅� : mean of the sampling distribution of the mean 

�̅�𝑖 : data from each of the mean i-th sampling distribution, 𝑖 ∶ 1, 2, ⋯ , 𝑘 

 𝑘  : the number of possible samples formed 

 

The mean obtained from the sampling distribution of the mean is equal to the mean 

of the population. 

 

b. Variance 

There are two conditions in determining variance, namely: 

• 
𝑛

𝑁
≤ 5% and the sample is obtained by replacement 

This condition occurs in an infinite population or when the sample is obtained by 

returning it. The formula for this variance is: 

𝜎�̅�
2 =

𝜎2

𝑛
 

where: 

𝜎�̅�
2 : variance of the sampling distribution of the mean 

𝜎2 : variance of the population 

𝑛 : the size of each sample from the sampling distribution. 

𝜎�̅� = √𝜎�̅�
2 = √

𝜎2

𝑛
=

𝜎

√𝑛
 

Z Statistical test (Z score) 

𝑍 =
�̅� − 𝜇

𝜎�̅�
  ⟹   𝑍 =

�̅� − 𝜇

𝜎 √𝑛⁄
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• 
𝑛

𝑁
> 5% or the sample is obtained without replacement 

This condition occurs in the finite population or when the sample is obtained 

without replacement. The formula is: 

�̅��̅� =
𝜎

√𝑛
√(

𝑁 − 𝑛

𝑁 − 1
) 

Z statistical test (Z score) 

𝑍 =
�̅� − 𝜇

𝜎�̅�
  ⟹ 𝑍 =

�̅� − 𝜇

𝜎

√𝑛
√(

𝑁 − 𝑛
𝑁 − 1)

 

If 𝑁 is very large, and the result of (𝑁 − 𝑛) (𝑁 − 1) → 1⁄ , then �̅��̅� = 𝜎 √𝑛⁄ . Based 

on this, it is found that the distribution of all (�̅�𝑖) is normal with 𝜇�̅� = 𝜇 and 𝜎�̅�
2 =

𝜎2 𝑛⁄  [�̅�~𝑁(𝜇, 𝜎2 𝑛⁄ )]. So that: 

𝑍 =
�̅� − 𝜇

𝜎 √𝑛⁄
 

In the sample questions about the process of determining the sample, the probability 

that the samples formed from the without replacement process are 6 (k = 6) so that we 

have a new data of size 6. What is the probability of the mean age over 20 years? The 

first step that must be done is to find the mean and standard deviation of the population. 

Here are the results: 

𝜇 =
∑ (𝑥𝑖)4

𝑖=1

𝑁
 

    =
(18 + 20 + 22 + 24)

4
 

    = 21 

𝜎 = √
∑ (𝑥𝑖 − 𝜇)24

𝑖=1

𝑁
 

    = √
(18 − 21)2 + (20 − 21)2 + (22 − 21)2 + (24 − 21)2

4
 

    = √
(3)2 + (1)2 + (1)2 + (3)2

4
= √

20

4
= 2.236 

Correction Factor 



 

 

 Lecture Notes, Riska Yanu Fa’rifah, S.Si., M.Si. 12 

 

ISI2F3 STATISTIKA INDUSTRI 

 After that find the mean and standard deviation of the mean distribution. 

Sample Data Mean (�̅�𝒊)  Proportion 

1 18,20 19 1/6 

2 18,22 20 1/6 

3 18,24 21 
2/6 

4 20,22 21 

5 20,24 22 1/6 

6 22,24 23 1/6 

𝜇�̅� =
∑ (�̅�𝑖)6

𝑖=1

𝑘
 

    =
(19 + 20 + 21 + 21 + 22 + 23)

6
 

    = 21 

𝜎�̅� = √
∑ (�̅�𝑖 − 𝜇)26

𝑖=1

𝑘
 

    = √
(19 − 21)2 + (20 − 21)2 + 2(21 − 21)2 + (22 − 21)2+(23 − 21)2

6
 

    = √
10

6
 

     = 1.29 

or 

𝜎�̅� =
𝜎

√𝑛
√(

𝑁 − 𝑛

𝑁 − 1
) =

2.236

√2
√(

4 − 2

4 − 1
) = 1.29 

The last is looking for the probability when the mean age of the sample is more than 20 

years. 

𝜇 = 21               �̅� = 20           𝜎�̅� = 1.29 

𝑍 =
�̅� − 𝜇

𝜎�̅�
⟹

20 − 21

1.29
= −0.775 = −0.78 

𝑃(𝑍 > 0.78) = 1 − 𝑃(𝑍 ≤ 0.78) 

                         = 1 − 0.2177 

Become new data which will then 

be calculated the mean and 

standard deviation. 
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                         = 0.7823 

 

So that the mean probability over 20 years is 0.7823 or equal to 78.23% 

 

Central Limit Theorem 

 If the sample is taken from a population with unknown distribution, both finite and 

infinite population, the mean sampling distribution remains close to normal with mean 𝜇 

and variance 𝜎2 𝑛⁄  provided that the sample size is large (𝑛 ≥ 30). This is called the 

central limit theorem. And the formula for the Z statistic is: 

𝑍 =
�̅� − 𝜇

𝜎 √𝑛⁄
 

Differences in the use of the standard normal distribution with the Central Limit Theorem 

Formula of Z utilization 

Standard Normal Distribution: 

𝒁 =
𝑿 − 𝝁

𝝈
 

Information from a mean value from normally 

distributed data 

Central Limit Theorem: 

𝒁 =
�̅� − 𝝁

𝝈 √𝒏⁄
 

Information from the sampling of the mean 

that is normally distributed with the original 

population is not normally distributed 

 

 If the sample is small and 𝜎2 is unknown, then the test statistic used is to follow the 

t distribution, that is, the distribution approaches the normal distribution. which is the 

distribution close to the normal distribution. The t distribution is usually called the 

Student distribution, it is similar in shape to the standard normal distribution (𝑍) in that 

they are both closely spaced and bell-shaped. Here is the form of the 𝑡 distribution. 

0

 a

ta  
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By considering the curve above, if the area 𝛼 is a bigger (𝛼 → 1), then the 𝑡 value is 

getting smaller (𝑡 → –  ). The possible results of all of the 𝑡 can be seen in the 𝑡 

distribution table. Two things that need to be considered in the t distribution table, 

namely: 

• Degree of freedom (df) is 𝑣 = 𝑛 − 1 

• 𝛼 is the probability of 𝑡 with certain v 

•  𝑃(𝑇 > 𝑡) = 𝑃(𝑇 < −𝑡) 

The difference between the standard normal distribution (𝑍) table and 𝑡 distribution table 

is the 𝑍 score determines the area of 𝛼 while in the 𝑡 distribution table, 𝛼 and 𝑣 are to 

determine the 𝑡 score. The statistical t-test can be formulated as follows: 

𝑡 =
�̅� − 𝜇

𝑠 √𝑛⁄
 

Sampling Distribution of the Difference between Two Means 

Suppose there are two populations each of size 𝑁1 and 𝑁2 having mean 𝜇1 and 𝜇2 also 

variance 𝜎1
2 and 𝜎2

2. �̅�1 represent the mean of a random sample with a sample size 𝑛1 and 

�̅�2 is the mean of a random sample with a sample size 𝑛2. So the formula of the Z score 

is: 

𝑍 =
(�̅�1 − �̅�2) − (𝜇�̅�1−�̅�2

)

√
𝜎1

2

𝑛1
+

𝜎2
2

𝑛2

 

Where: 

𝜇�̅�1−�̅�2
= 𝜇1−𝜇2 

𝜎�̅�1−�̅�2
= √

𝜎1
2

𝑛1
+

𝜎2
2

𝑛2
 

 

 

 Sampling distribution of proportion is the distribution of the proportions obtained 

from all possible samples from a population, where the size of each sample is the same. 

The distribution of this proportion is in line with the binomial experiment where the 

SAMPLING DISTRIBUTION OF PROPORTION 
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probability of success is 𝑝 and the failure is  (1 − 𝑝), the range of is 𝑝 is 0 ≤ 𝑝 ≤ 1. The 

proportion of a population is denoted by 𝑝 = 𝑋 𝑁⁄  and the proportion of the sample 

denoted by �̂� = 𝑥 𝑛⁄ , because as many samples as possible 𝑘, then �̂� also as much 𝑘. 

From the set of proportions, the mean proportion will be calculated (𝜇𝑝) and standard 

deviation (𝜎𝑝). The important formula for the distribution of proportion sampling can be 

seen in the table below. 

 Infinite population Finite Population 

- 𝑛

𝑁
≤ 5% 

𝑛

𝑁
> 5% 

Proportion of sample �̂� =
𝑥

𝑛
 �̂� =

𝑥

𝑛
 

Mean 𝜇𝑝 = 𝑝 𝜇𝑝 = 𝑝 

Standard deviation 

𝜎𝑝 = √
𝑝(1 − 𝑝)

𝑛
 𝜎𝑝 = √

𝑝(1 − 𝑝)

𝑛
√

𝑁 − 𝑛

𝑁 − 1
 

Z score 
𝑍 =

�̂� − 𝑝

𝜎𝑝
 𝑍 =

�̂� − 𝑝

𝜎𝑝
 

 

Sampling Distribution of the Difference between Two Proportions 

 For example in the first population has a sample size 𝑛1, then this sample has a 

proportion  �̂�1 = 𝑥1 𝑛1⁄  and the second population has a sample size 𝑛2, then the 

proportion is �̂�2 = 𝑥2 𝑛2⁄ . The formula for the sampling distribution of the difference 

between two proportions is as follows: 

 Formula 

Proportion 

Mean of the difference 

between two proportions 

Standard deviation in 

𝑛

𝑁
≤ 5% 

Standard deviation in  

𝑛

𝑁
> 5% 

�̂�1 = 𝑥1 𝑛1⁄  dan �̂�2 = 𝑥2 𝑛2⁄  

𝜇𝑝1−�̂�2
= 𝑝1 − 𝑝2 

𝜎𝑝1−�̂�2
= √

𝑝1(1 − 𝑝1)

𝑛1
+

𝑝2(1 − 𝑝2)

𝑛2
. √

(𝑁1 + 𝑁2) − (𝑛1 + 𝑛1)

(𝑁1 − 𝑁2) − 1
 

𝜎𝑝1−�̂�2
= √

𝑝1(1 − 𝑝1)

𝑛1
+

𝑝2(1 − 𝑝2)

𝑛2
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Z score 
𝑍 =

(�̂�1 − �̂�2) − (𝑝1 − 𝑝2)

𝜎𝑝1−�̂�2

 

 Since the proportion is in line with the binomial experiment, the normal 

approximation to the binomial applies. Continuity correction can be applied to the 

discrete value of the variable X by adding or subtracting 0.5/𝑛 (the first way) or to the 

proportional variable by adding or subtracting 0.5/𝑛 (the second way). Continuity 

correction can be seen in the following table: 

 

Determine The Correction Used 

1. 𝑷(𝑿 = 𝒂) 

2. 𝑷(𝑿 ≥ 𝒂) 

3. 𝑷(𝑿 > 𝒂) 

4. 𝑷(𝑿 ≤ 𝒂) 

5. 𝑷(𝑿 < 𝒂) 

𝑷(𝑎 − 0.5/𝑛 < 𝑿 < 𝒂 + 0.5/𝑛) 

𝑷(𝑿 > 𝒂 − 0.5/𝑛) 

𝑷(𝑿 > 𝒂 + 0.5/𝑛) 

𝑷(𝑿 < 𝒂 + 0.5/𝑛) 

𝑷(𝑿 < 𝒂 − 0.5/𝑛) 

 

 

 

 

 If a random sample of size 𝑛 is drawn from a normal population with mean 𝜇 and 

variance 𝜎2, and the sample variance is computed, we obtain a value of the statistic 𝑆2. 

We shall proceed to consider the distribution of the statistic: 

𝜒2 =
(𝑛 − 1)𝑆2

𝜎2
 

 

𝑆2 is the variance of a random sample of size n taken from a population, the statistical 

test above results in a Chi-Square distribution of degrees of freedom 𝑣 = 𝑛 − 1. The 

formula of 𝑆2 is follow: 

𝑆2 = (
∑ (𝑥𝑖 − �̅�)2𝑛

𝑖=1

𝑛 − 1
) 

 

SAMPLING DISTRIBUTION OF VARIANCE 
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The probability that a random sample results in a value 𝜒2 that is greater than the multiple 

specified values equals the area under the curve to the right of the value. This can be seen 

in the image below. 

 

Because the chi-square distribution is not symmetrical, the area on the right and left can 

be different. 

 

 

 

1. Suppose a Li-Ion 1100 mAh battery has a mean talk time of 100 minutes and is not 

normally distributed with a standard deviation of 10 minutes. If the random sampling 

is 35 batteries, what is the probability that the batteries will have a mean life of fewer 

than 98 minutes? 

The answer: 

𝑃(�̅� < 98)? 

It is known that what we want to observe is 35 batteries (>30), fulfilling the central 

limit theory because the population does not come from a normal distribution and the 

sample is more than 30. So that to get the Z score is not from the formula Z score is 

the standard normal distribution. However, using the formula of the Z score from the 

central limit theorem can be applied to this problem. 

𝜇 = 100 and 𝜎 = 25 

𝑍 =
�̅� − 𝜇

𝜎 √𝑛⁄
=

98 − 100

10 √25⁄
= −1 

 Using the Z distribution table, it is obtained: 

𝑃(�̅� < 98) = 𝑃(𝑍 < −1) = 0.1587 

Conclusion: The probability that the mean talk time of 35 batteries is less than 98 

minutes is 15.87% 

EXAMPLE 

See table Z 
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2. A sample of size 𝑛1 = 5 is taken randomly from a normally distributed population 

with 𝜇1 = 50 and variance 𝜎1
2 = 9. The second random sample of size 𝑛2 = 4 is 

taken from another population which is free from the first which is also normally 

distributed, with 𝜇2 = 40 and variance 𝜎2
2 = 4. From the two samples, the mean was 

calculated. What is the probability that the mean difference between the first and 

second samples is less than 8.2? 

𝑃(�̅�1 − �̅�2 < 8.2)? 

The mean of the difference between the two means: 

𝜇�̅�1−�̅�2
= 50 − 40 = 10 

The standard deviation of the difference between the two means: 

𝜎�̅�1−�̅�2
= √

9

5
+

4

4
= √

14

5
= 1.67 

Calculate Z score: 

�̅�1 − �̅�2 = 8.2 

𝑍 =
(�̅�1 − �̅�2) − (𝜇�̅�1−�̅�2

)

√
𝜎1

2

𝑛1
+

𝜎2
2

𝑛2

 

𝑍 =
8.2 − 10

1.67
= −1.08 

𝑃(�̅�1 − �̅�2 < 8.2) = 𝑃(𝑍 < −1.08) = 0.1401      

Conclusion: 

the probability that the mean difference between the first and second samples is less 

than 8.2 is 14.01%. 

3. It is known that 10% of housewives in Bandung use detergent A to wash their clothes. 

Suppose that a sample of 100 is taken from the population, determine: 

• The mean and standard deviation of a sample with the population is housewives 

using detergent A? (it is assumed that the population is normally distributed). 

• If from the sample there are at least 15 housewives who use detergent A, what is 

the probability? 

Answer: 

Proportion: 10%  𝜇𝑝 = 𝑝 = 10% = 0.1 

Standard deviation: 
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𝜎𝑝 = √
𝑝(1 − 𝑝)

𝑛
= √

0.1(0.9)

100
= 0.03 

So the mean and standard deviation of samples from housewives who used the 

detergent A in Bandung were: 0.1 and 0.03, respectively. 

 

𝑃(𝑋 ≥ 15)?  

The proportion of detergent A usage is 15 people is: 

�̂� =
𝑥

𝑛
=

15

100
= 0.15 

To get the Z score, the first step is the sample proportion is reduced by a continuity 

correction of 0.5/100, which is 0.005 so that �̂� = 0.15 − 0.005 = 0.145. 

𝑍 =
�̂� − 𝑝

𝜎𝑝
=

1.45 − 0.1

0.03
= 1.5 

𝑃(𝑋 ≥ 15) = 𝑃(𝑍 ≥ 1.5) = 1 − 𝑃(𝑍 < 1.5) = 1 − 0.9332 = 0.0668 

Conclusion: 

The probability of housewives in Bandung using at least 15 detergent attacks is 

6.68%. 

4. A battery manufacturer guarantees 95% that the battery will last a mean of 3 years 

with a standard deviation of 1 year. If a sample of five batteries that last 1.9, 2.4, 3.0, 

3.5, and 4.2 years are taken, is the manufacturer still sure that the standard deviation 

of these batteries is 1 year? 

Answer: 

Calculate the variance of the sample: 

𝑆2 =
∑ (𝑥𝑖 − �̅�)2𝑛

𝑖=1

𝑛 − 1
=

𝑛 ∑ (𝑥𝑖)2𝑛
𝑖=1 − (∑ 𝑥𝑖

𝑛
𝑖=1 )2

𝑛(𝑛 − 1)
=

5(48.26) − 152

5(4)
= 0.815 

Calculate the statistical test. 

𝜒2 =
(𝑛 − 1)𝑠2

𝜎2
=

4(0.815)

1
= 3.26 

The statistical test above is at 4 degrees of freedom, then it will be calculated that 95% 

of the batteries have a standard deviation of 1 year. 
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Because what is wanted is a guarantee of 95% of the standard deviation of the lamp 

is 1 year so that the 𝛼 = 5% = 0.05 and the 1 − 𝛼 position is between 𝜒1−𝛼/2
2  and 

𝜒𝛼/2
2 . The area can be described on the chi-square curve as follows. 

 

 

 

 

 

 

 

Since 3.26 is between 0.484 and 11,143, the standard deviation of battery life is 

indeed 1 year. 

𝜒2 
95% = 0.95? 

𝜒2 = 0.484 

 

𝜒2 = 11.143 

 

1 − 𝛼 

𝛼/2 
1 − 𝛼/2 


